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Abstract

In this paper, we present a new algorithm, named TurboSYN, for FPGA synthesis with retiming and pipelining to minimize the clock period for sequential circuits. For a target clock period, since pipelining can eliminate all critical I/O paths, but not critical loops, we concentrate on FPGA synthesis to eliminate the critical loops. We combine the combinational functional decomposition technique with retiming to perform the sequential functional decomposition, and incorporate it in the label computation of TurboMap [11] to eliminate all critical loops. The results show a significant improvement over the state-of-the-art FPGA mapping and resynthesis algorithms (1.7~2 times reduction on the clock period). Moreover, we develop a novel approach for positive loop detection which leads to over 10~50 times speedup of the algorithm. As a result, TurboSYN can optimize sequential circuits of over $10^5$ gates and $10^6$ flipflops in reasonable time.

1 Introduction

The FPGA synthesis and technology mapping is to produce a functionally equivalent circuit for a given circuit using specified programmable logic blocks (PLBs). In this paper, we consider lookup table (LUT) based FPGAs. A lookup table with $K$ inputs and one output, denoted $K$-LUT, can implement any combinational function of up to $K$ inputs. It is the most widely used PLB in current FPGAs [1, 18, 27]. There have been many research results on K-LUT mapping and synthesis for combinational circuits. A comprehensive survey can be found in [7]. In particular, FlowMap [6] produces depth-optimal mapping solutions without resynthesis while FlowSYN [5] and BoolMap-D [15] can produce mapping solutions with even smaller depth using resynthesis techniques by exploiting Boolean optimization. For sequential circuits, however, these approaches assume that the positions of flipflops (FFs) are fixed so that the entire circuit can be partitioned into a number of combinational subcircuits, and each combinational subcircuit is mapped independently. However, delay-optimal mapping solutions to all combinational subcircuits may not lead to a cycle-optimal mapping solution for the sequential circuit, since they do not consider retiming which allows FFs to be moved without changing the circuit behavior [16].

Several heuristics have been proposed for technology mapping of sequential circuits with consideration of retiming [20, 24, 25]. Recently, a significant advancement was made by Pan and Lin [19]. They proposed a novel algorithm, named SeqMapII, to find mapping solutions with the minimum clock periods under retiming for sequential circuits. Although their algorithm runs in polynomial time, the time complexity is too high to be used directly in practical designs. The recent work of TurboMap by Cong and Wu [11] leads to a significant speedup of the SeqMapII algorithm. It reduces the runtime of SeqMapII by $2 \times 10^k$ times on average and can optimize circuits of $10^5$ gates efficiently with optimal clock periods. Although the results of these algorithms are better than those of FlowMap [6] based approach, they are not as good as those of FlowSYN [5] based approach in general, because FlowSYN exploits Boolean optimization. It is natural to expect better results by considering resynthesis, retiming and pipelining at the same time for sequential circuits.

For general logic synthesis with retiming, Malik et. al. [17] proposed an approach of peripheral retiming with resynthesis and, Dey et. al. [3] proposed a logic resynthesis approach based on global path delays for retiming. However, peripheral retiming applies to only pipelined circuits which are a special class of sequential circuits. For the approach in [3], it is difficult to choose global path delays without exact information of whether it can be realized with resynthesis. Note that both approaches depend somewhat on the circuit structure or the initial positions of the FFs.

In this paper, we present a new algorithm for FPGA synthesis with retiming and pipelining to minimize the clock periods for sequential circuits. For a path in an LUT circuit, the path's delay-to-register (DR) ratio is the ratio of the number of LUTs on it over the number of FFs on it. An I/O path is a path from a primary input (PI) to a primary output (PO). A loop is a path starting and ending at the same LUT. The clock period of an LUT circuit under retiming is bounded by both the maximum loops' DR ratio and the maximum I/O paths' DR ratio. Pipeline is a kind of FF insertion to reduce the clock period without changing the circuit input-output behavior. It can be done by inserting the same number of FFs on the fanout edges of every PI and retiming for the minimum clock period. If both retiming and pipelining are allowed, the clock period, however, is only limited by the maximum DR ratio of all loops [22], since the maximum DR
ratio of I/O paths can be reduced by pipelining. This implies that it is more important to generate a mapping solution for loop’s DR ratio minimization rather than I/O path’s DR ratio minimization. Furthermore, the synthesis algorithm can have much more freedom to reduce the maximum loops’ DR ratio without restriction on the maximum I/O paths’ DR ratio. Therefore, we concentrate on minimizing the maximum DR ratio of loops instead of the clock period. Since most of the existing commercial FPGAs are register-rich, retiming and pipelining are particularly attractive in FPGA designs. Our algorithm, named TurboSYN, is the first algorithm which combines the combinational synthesis technique for FPGAs with technology mapping, retiming, and pipelining in one phase for performance optimization. It applies to general synchronous sequential circuits and does not depend on the initial positions of the FFs. The results show that TurboSYN presents substantial improvement over the state-of-the-art FPGA synthesis algorithms. We believe this new approach is applicable to the general logic synthesis with retiming as well by applying different resynthesis techniques.

The rest of the paper is organized as follows. Section 2 is the problem formulation and overview of the TurboSYN algorithm. Section 3 is the label computation for MDR ratio minimization, which is the most important part of the algorithm. In Section 4, we propose a novel speedup technique followed by a summary of the algorithm. Sections 5 and 6 are the experimental results on a set of MCNC and ISCAS benchmarks and conclusions.

2 Problem Formulation and Overview of the TurboSYN Algorithm

In this paper, sequential circuits are represented by retiming graphs. The retiming graph \( G(V, E, W) \) of a sequential circuit is a directed graph, where \( V \) is the set of nodes, \( E \) is the set of edges and \( W \) is the set of weights of edges [16]. Each node in \( V \) represents a gate or a PI/PO in the original circuit. Each edge \( e(u, v) \) in \( E \) represents a directed connection from node \( u \) to node \( v \). The weight \( w(e) \) of an edge \( e \) is the number of FFs on the connection represented by the edge. The path weight \( w(p) \) of a path \( p \) is the sum of the weights of all edges on the path. A loop is a path that starts from and ends at the same node. In an LUT network and under the unit-delay mode, the delay \( d(u) \) is 1 for every internal node \( u \), and 0 for every PI or PO. The path delay \( d(p) \) of a path \( p \) is the sum of the delays of all nodes on the path. The delay-to-register ratio of a loop \( l \), denoted \( DR(l) \), is \( \frac{w(l)}{d(l)} \). The maximum delay-to-register ratio of all loops is called the MDR ratio of the circuit. For a target clock period \( \phi \), a loop \( l \) is critical if \( DR(l) > \phi \). Pipelining is one way to insert FFs followed by retiming to reduce the clock period. With both retiming and pipelining, the clock period of a circuit is bounded only by the MDR ratio of the circuit, based on the theories in [16, 22]. Therefore, to find a mapping solution with the minimum clock period under retiming and pipelining, we propose to solve the following problem:

**Problem 1** For a sequential circuit, find a functionally equivalent LUT circuit with the minimum MDR ratio.

The decision formulation is:

**Problem 2** For a sequential circuit and target clock period \( \phi \), decide if there exists a functionally equivalent LUT circuit with the MDR ratio of no more than \( \phi \).

As in [6, 11, 19], this paper assumes that the initial circuits are \( K \)-bounded. (When a circuit is not \( K \)-bounded, we can use gate decomposition algorithms, such as balanced tree decomposition [2], DMIG [4] or DOGMA [9], to decompose the gates with more than \( K \) fans-in.) To solve Problem 1, our algorithm, named TurboSYN, works in three steps:

1. label computation (to be explained later) with sequential functional decomposition to search for a mapping solution with the minimum MDR ratio,
2. mapping generation and area reduction,
3. pipelining and retiming to get the final solution.

In this paper, we concentrate on the first step of label computation for solving Problem 2 which is the most critical step among the three steps, since the label computation determines the minimum possible MDR ratio after Steps 2 and 3. We combine the label computation of TurboMap [11] with OBDD based functional decomposition, which has been shown to be very effective for the FPGA mapping problem [5, 14], to search for a mapping solution with the minimum MDR ratio. To further speed up the algorithm, we propose an efficient positive loop detection algorithm which can speed up the label computation by over 10 ~ 50 times. For Steps 2 and 3, we propose a label relaxation method and low-cost \( K \)-cut computation for area minimization and use the methods similar to those in [6, 11, 16, 19].

![Figure 1: Resynthesis to eliminate critical loops for 3-LUT and the target MDR ratio 1.](image)

To illustrate our approach, let us consider the example shown in Figure 1(a) for a target MDR ratio of 1. The minimum delay of path \( u \rightarrow v \rightarrow w \) is at least 2 even with resynthesis since the total number of inputs to nodes \( u, v, \) and \( w \) is 4. Thus, the DR(\( l \)) of loop \( \ell(u \rightarrow v \rightarrow w) \) is at least 2, which is larger than the target MDR ratio of 1. Now we replace the edge \( (u, w) \) with \( (w, w) \) through resynthesis as shown in Figure 1(b). As a result, the DR(\( l \)) is reduced to 1 and, so is the clock period after two level of pipeline insertion. Note that it is hard, if not impossible, for the existing FPGA mapping and resynthesis algorithms to get a mapping solution with a clock period of 1 for this example.

3 Label Computation with Resynthesis for MDR Ratio Minimization

The deterministic Problem 2 is to decide whether there exists a mapping solution with the MDR ratio of no more than the target \( \phi \). With binary search one can compute the minimum MDR ratio of all possible mapping solutions to solve Problem 1. In this section, we present a novel iterative label computation method to meet a given MDR ratio \( \phi \). First, we review the label computation of TurboMap [11] and explain how it can be expanded for solving Problem 2. Then, we introduce a sequential functional decomposition technique and
combine it with the label computation of TurboMap [11] to form the label computation of our TurboSYN algorithm.

3.1 Definitions

For a mapping solution with a target clock period \( \phi \), the length of an edge \( e(u,v) \), denoted \( \text{length}(e) \), is defined to be \( -\phi \cdot w(e) + d(e) \), where \( w(e) \) is the edge weight and \( d(e) \) is the delay of node \( v \). The path length of a path \( p \), denoted \( \text{length}(p) \), is the sum of lengths of all edges on the path. Obviously, the delay-to-register ratio \( DR(l) \) of a loop \( l \) is larger than \( \phi \), if and only if \( \text{length}(l) > 0 \). A loop with positive length is called a positive loop.

Given a mapping solution \( M \) of a circuit, the \( l \)-value of each node \( v \), denoted \( l_M(v) \), is the maximum length of all the paths from PI-s to \( v \) in \( M \). If there is one positive loop in \( M \), \( l_M(v) = +\infty \) for every node \( v \) on the loop. Clearly, we have the following result:

**Theorem 1** For a mapping solution \( M \), the MDR ratio is \( \phi \) or less if and only if the \( l \)-value \( l_M(v) \) is finite for every node \( v \).

The label of each node \( v \), denoted \( \text{label}(v) \), is the minimum \( l_M(v) \) of \( v \) among all possible mapping solutions \( M \). Based on Theorem 1, Problem 2 can be solved by computing all node labels and checking whether all of them are finite.

3.2 Label Computation and Review of TurboMap

Pan and Liu [19, 21] proposed an iterative labeling process in SeqMapII to compute the node labels in \( O(K^2n^2) \) time and \( O(K^2n^2) \) space for a circuit with \( n \) gates. A recent improvement was proposed by Cong and Wu [11], which leads to significant reduction in runtime (over \( 10^6 \) times) and space requirement (over 800 times). Our label computation algorithm is based on that of [11].

One important concept is the expanded circuit for a node \( v \), denoted \( \mathcal{E}_v \), proposed by Pan and Lin [19] to represent all possible LUTs rooted at \( v \) under retiming and node replication. The expanded circuit \( \mathcal{E}_v \) is a directed acyclic graph rooted at \( v \). It has the property that all paths from any given node \( u^w \in \mathcal{E}_v \) to the root \( v^0 \) pass the same number \( w \) of FFSs, where \( u^w \) is a replication of node \( u \) in the original circuit. Node \( u^w \) is a leaf if it has no fanins in \( \mathcal{E}_v \). A cut \( (X, \bar{X}) \) is a partition of \( X \), such that all leaves are in \( X \) and the root is in \( \bar{X} \). The node cut-set \( V(X, \bar{X}) \) is the set of nodes in \( X \) which have connections to nodes in \( \bar{X} \). A cut is called a \( K \)-cut if \( |V(X, \bar{X})| \leq K \).

To compute the node labels, the TurboMap algorithm [11] assigns a set of lower-bounds of node labels and iteratively update them until all of them converge to the node labels. The initial lower-bounds for internal nodes and POs are \(-\infty\). The labels of PI-s are 0. To update the lower-bound for node \( v \), we examine the lower-bounds \( l(u) \) of all fanin nodes \( u \) of \( v \) and compute \( \mathcal{L}(v) = \max \{ l(u) - \phi \cdot w(e) \mid \forall u, e \in V(X, \bar{X}) \} \). The new lower-bound \( \mathcal{L}_{nue}(v) \) for node \( v \) is computed as follows [11]:

\[
\mathcal{L}_{nue}(v) = \begin{cases} 
\mathcal{L}(v) & \text{if } \exists K \text{-cut with } h(X, \bar{X}) \leq \mathcal{L}(v) \\
\mathcal{L}(v) + 1 & \text{otherwise}
\end{cases}
\]

where the height \( h(X, \bar{X}) \) of a \( K \)-cut \( (X, \bar{X}) \) on \( \mathcal{E}_v \) is defined to be \( \max \{ l(u) - \phi \cdot w + 1 \mid \forall u^w \in V(X, \bar{X}) \} \). To decide whether \( l_{nue}(v) = \mathcal{L}(v) \), the max-flow computation is performed on a partial flow network to check if there exists a \( K \)-cut in the expanded circuit \( \mathcal{E}_v \), with height \( \leq \mathcal{L}(v) \) [11]. If such a \( K \)-cut exists, \( l_{nue}(v) \) is set to be \( \mathcal{L}(v) \). Otherwise, \( l_{nue}(v) \) is set to be \( \mathcal{L}(v) + 1 \). The procedure of updating the lower-bound of every node label once is called one iteration of label computation. The iterative label computation is repeated until there is no more improvement of the lower-bounds (in this case, the current lower-bounds are the node labels), or stopped after performing \( n^2 \) iterations (in this case, there is no solution for the target MDR ratio) [19, 11].

It was showed that the above label computation guarantees to find the optimal solutions if no resynthesis is allowed [11]. With resynthesis, however, the node label \( \text{label}(v) \) can be further reduced as a much larger solution space is explored. In the following subsection, we show how to achieve \( l_{nue}(v) = \mathcal{L}(v) \) with sequential functional decomposition even if a \( K \)-cut with the height of \( \mathcal{L}(v) \) cannot be found on the expanded circuits.

![Figure 2: Sequential logic function for a cut on the expanded circuit](image)

**3.3 Sequential Functional Decomposition**

As stated in the previous subsection, if there is no \( K \)-cut of height \( \leq \mathcal{L}(v) \) for a node \( v \), \( l_{nue}(v) \) will be set to be \( (\mathcal{L}(v) + 1) \) if no resynthesis is considered. In this work, however, we introduce an OBDD based functional decomposition for sequential circuits, and use it to try to maintain \( l_{nue}(v) = \mathcal{L}(v) \). Based on the property of expanded circuits \( \mathcal{E}_v \) that every path to the root \( v^0 \) from a given node \( u^w \) passes \( w \) FFSs [19], every cut \( (X, \bar{X}) \) on \( \mathcal{E}_v \) corresponds to a sequential function \( f(V(X, \bar{X})) = f(u^{w_1}, u^{w_2}, \ldots, u^{w_m}) \), as shown in Figure 2, where \( u^{w_i} \) are the nodes in the node cut-set \( V(X, \bar{X}) \). Clearly, we can push all the FFSs within the cone \( \bar{X} \) to the fanout edges of nodes in the cut-size with retiming to make \( \bar{X} \) purely combinational. Therefore, all the combinational logic functions can be used on such sequential functions \( f(V(X, \bar{X})) \) of cones \( \mathcal{E}_v \) directly.

Let \( D_{nue}(u) \) denote the maximum delay among all paths from \( u^{w_i} \) to the root \( v^0 \) in the resynthesized cone \( \bar{X} \). Then, the new lower-bound of the node label, denoted \( L(u) \), is \( \max \{ l(u) - \phi \cdot w + D_{nue}(u) \mid \forall u^{w_i} \in V(X, \bar{X}) \} \). Thus, \( L(u) \leq \mathcal{L}(u) \) implies that \( D_{nue}(u) \leq \mathcal{L}(u) - l(u) + \phi \cdot w \) for every node \( u^{w_i} \) in \( V(X, \bar{X}) \). In order to satisfy those conditions, we resynthesize cone \( \bar{X} \) (or equivalently, function \( f(V(X, \bar{X})) \)) using the OBDD based functional decomposition technique, since it shows to be very effective for FPGA mapping problem [5, 14]. Similar to the FlowSYN
algorithm [5, we sort the inputs $u_i^{w_i}$ of $f(V, X, X')$ in increasing order of $(l(u_i) = \phi \cdot w_i)$. Then, we choose the first $K$ inputs as the bound set $B$ and the rest as the free set $F$ to decompose the sequential function $f(V, X, X')$ into $f(V, X, X') = g(\alpha(B), F)$, where $\alpha(B)$ is a set of encoding functions depending on $B$ and, $\alpha(B) \leq K$. We iteratively decompose $g(\alpha(B), F)$ until it is a K-bounded function. The decomposition forms a resynthesized cone $X'$. If the constraint $D_{\alpha(B)}(u_i) \leq \alpha \leq l(u_i) + \phi \cdot w_i$ is satisfied for every input $u_i^{w_i}$, then $l_{\text{select}}(v)$ is set to be $L(v)$. Otherwise, we perform the above resynthesis on another partition $(X', X')$ with larger $X'$, or set $l_{\text{select}}(v) = l(v) + 1$ when we reach the stopping condition shown in Figure 3 line 6.

Based on the above discussions, the label update algorithm in TurboSYN works in three steps. First, we compute $L(v)$ based on the lower-bounds of node labels. Then, we decide the existence of a K-cut in $E_{\phi}$ with the height $\leq L(v)$ using the flow-based K-cut computation of [11]. If such a K-cut is found, $l_{\text{select}}(v)$ is set to be $L(v)$. Otherwise, we compute a sequence of min-cuts $(X_h, X_h)$ with the height of $(L(v))$ for $h$ starting 0 and increasing one by one. For each sequential function $f(V, X_h, X_h) = f(u_i^{w_i}, u_j^{w_j}, ..., u_k^{w_k})$, we try to decompose it into a set of $K$-bounded subfunctions such that $L(v) \leq L(v)$. If such a decomposition can be found, $l_{\text{select}}(v)$ is set to be $L(v)$. Otherwise, $l_{\text{select}}(v)$ is set to be $L(v) + 1$ at the end of the resynthesis sequence. The pseudo code is shown in Figure 3. With such resynthesis, we observed that in many cases $l_{\text{select}}(v)$ can assume value $L(v)$ instead of $L(v) + 1$. As a result, we may be able to keep each $P_{\phi}(v)$ to be a finite number for a given MDR ratio, which means all the critical loops can be eliminated.

4 Algorithm Speedup and Summary

Although the label computation stated in the previous section can get mapping solutions with smaller MDR ratios, the runtime, however, can be very long due to the complexity of the functional decomposition and the iterative nature of the label computation. Since the computational time is proportional to the number of label computing iterations, in this section we present a novel technique to reduce the iteration number to speed up the algorithm.

To get the minimum MDR ratio, there will be two cases for label computation:

1) the case that there exists a mapping solution for a target MDR ratio and,

2) the case that there does not exist any mapping solution for a target MDR ratio.

Our experimental results show that, though the iteration number is far less than $n$ in the first case, it goes to $n^2$ in the second case due to the lack of a better stopping criterion other than the very conservative upper-bound of $n^2$ in [21]. Clearly the reduction of the iteration number for the second case is critical to the speedup of the algorithm.

To reduce the iteration number for the second case, we propose a novel positive loop detection technique, called PLD. Our PLD technique is based on the idea of predecessor graphs which are similar to those used in the shortest path theory [13]. The set of predecessors $\pi[v]$ of node $v$ is defined to be $\pi[v] = \{u \mid \forall (u, v) \in E, l(u) - \phi \cdot w(e) + 1 \geq l(v)\}$ if $l(v) > 0$, or otherwise, $\pi[v] = \emptyset$. For the current lower-bound $h(v)$ of labels. The predecessor graph is defined to be $G_{\pi}(E, E_v)$, where $E_v = \{u \mid v \in V$ and $\pi[v] \neq \emptyset\}$ and $E_\pi = \{(u, v) \mid e(u, v) \in E$ and $u \in \pi[v]\}$. A node $v$ is isolated from node $u$ in $G_n$ if there does not exist any path from $u$ to $v$ in $G_n$.

Based on the topological order of SCCs (strongly connected components) for the label computation proposed in [11], we have the following important theorem:

Theorem 2 For a sequential circuit $G(V, E, W)$ and one SCC with $n$ nodes, there exists a positive loop in this SCC in all possible mapping solutions, if and only if after 6 iterations of label computation, all nodes of the SCC is isolated from the PIs in the predecessor graph $G_{\pi}$.

Due to the page limitation, the proof is left out in [12]. According to this result, our PLD procedure for each SCC works as follows after every labeling iteration: 1) constructing $G_{\pi}$, 2) checking whether this SCC is totally isolated from the PIs in $G_n$. This procedure guarantees to determine exactly the existence of positive loops (if there is any) within 6 iterations for a SCC of $n$ nodes. It is a significant improvement over the upper-bound of $n^2$ iterations proposed in [21]. We incorporated this approach into both the TurboMap [11] and our TurboSYN algorithms to compute the minimum MDR ratio and obtained $10\sim50$ times speedup in runtime.

Since the functional decomposition is very time consuming, we use a heuristic to analyze the resynthesizability of nodes such that if resynthesis fails to maintain $l_{\text{select}}(v)$ to be $L(v)$ for nodes $v$ a consecutive times, we mark those nodes as non-resynthesizable and prohibit further resynthesis for them. As a result, our algorithm can compute mapping solutions with the minimal MDR ratio for circuits with over $10^6$ gates and $10^5$ FFs in reasonable time.

A number of LUT reduction techniques are considered in TurboSYN [12]. First, we try to reduce the number of nodes which need resynthesis by label relaxation, i.e., not using the resynthesized results of some nodes and increasing their labels if no positive loops will occur. Second, efficient low-cost K-cut computation (similar to the min-cost K-cut computation in [6], but much more efficient) is performed to maximize the sharings of inputs of different LUTs, thus, to reduce the number of LUTs. At last, mpack [4] and flowpack [6] is performed to further reduce the number of LUTs. The flipflop minimization is left for retiming [16].

Our algorithm, named TurboSYN, can be summarized as follows. First, it runs TurboMap [11] to get an upperbound UB of the minimum MDR ratio. Then, TurboSYN uses binary search over all values in the range of 1 to UB to get the minimum MDR ratio. For each target MDR ratio $\phi$, the iterative label computation with resynthesis and PLD procedure are performed to test if there exists a mapping solution with the MDR ratio $\leq \phi$. After the minimum MDR ratio $\phi_{\text{min}}$ is computed, we perform the aforementioned area
Table 1: Comparison of TurboSYN with FlowSYN-s and TurboMap for 5-LUT. "geo-mean" lists the geometric mean of the results by each approach. The runtime were recorded on a SUN ULTRA 1 with 192MB memory.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>GATE</th>
<th>TurboSYN</th>
<th>FlowSYN-s</th>
<th>TurboMap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FF</td>
<td>LUT</td>
<td>FF</td>
<td>CPU</td>
</tr>
<tr>
<td>bbara</td>
<td>28</td>
<td>10</td>
<td>13</td>
<td>23</td>
</tr>
<tr>
<td>dkl6</td>
<td>162</td>
<td>5</td>
<td>49</td>
<td>6</td>
</tr>
<tr>
<td>dkl7</td>
<td>42</td>
<td>5</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>kirkman</td>
<td>106</td>
<td>5</td>
<td>59</td>
<td>45</td>
</tr>
<tr>
<td>ex1</td>
<td>140</td>
<td>5</td>
<td>133</td>
<td>41</td>
</tr>
<tr>
<td>sl</td>
<td>107</td>
<td>5</td>
<td>199</td>
<td>95</td>
</tr>
<tr>
<td>sse</td>
<td>74</td>
<td>4</td>
<td>88</td>
<td>36</td>
</tr>
<tr>
<td>keyb</td>
<td>134</td>
<td>5</td>
<td>198</td>
<td>72</td>
</tr>
<tr>
<td>sty</td>
<td>281</td>
<td>5</td>
<td>386</td>
<td>132</td>
</tr>
<tr>
<td>sand</td>
<td>327</td>
<td>17</td>
<td>441</td>
<td>87</td>
</tr>
<tr>
<td>planet1</td>
<td>348</td>
<td>6</td>
<td>224</td>
<td>78</td>
</tr>
<tr>
<td>scf</td>
<td>516</td>
<td>7</td>
<td>368</td>
<td>31</td>
</tr>
<tr>
<td>s9234.1</td>
<td>1299</td>
<td>135</td>
<td>677</td>
<td>304</td>
</tr>
<tr>
<td>s5378</td>
<td>1503</td>
<td>164</td>
<td>645</td>
<td>683</td>
</tr>
<tr>
<td>s15850.1</td>
<td>3801</td>
<td>515</td>
<td>2487</td>
<td>1546</td>
</tr>
<tr>
<td>s38417</td>
<td>9817</td>
<td>1464</td>
<td>6833</td>
<td>2870</td>
</tr>
<tr>
<td>geo-mean</td>
<td>206</td>
<td>84</td>
<td>3.3</td>
<td>56.6</td>
</tr>
</tbody>
</table>

Figure 4: Pseudo code of the TurboSYN algorithm.

5 Experimental Results

The TurboSYN algorithm has been implemented in C language on Sun SPARC workstations and incorporated into the SIS package [23] and the RASP System [10]. The test set consists of 12 MCNC FSM benchmarks and 4 ISCAS'89 benchmarks. SIS sequential synthesis commands and dming [4] are performed to generate the initial circuits which are shown in the first three columns in Table 1. Columns GATE and FF list the number of gates and FFs in each circuit, respectively. Our experiment was performed on a SUN ULTRA 1 workstation with 192MB memory. K is set to be 5.

In Table 1, we compared TurboSYN with TurboMap [11] and FlowSYN-s. FlowSYN-s is based on the FlowSYN algorithm [5]. It first partitions the sequential circuits into a set of combinational subcircuits by cutting at all FFs, then maps every subcircuits independently with the FlowSYN algorithm, and finally, merges the mapped LUT circuits with the original FFs. The PLD technique has been used in both TurboSYN and TurboMap. Pipelining and retiming have been performed as postprocessing steps for all the three approaches. In Table 1, Columns LUT and FF list the numbers of LUTs and FFs after retiming and pipelining, respectively, in the final mapping solutions. Column CPU lists the minimum clock periods (or MDR ratios) under retiming and pipelining. Column CPU lists the CPU time for all the three algorithms. Note that we did not list the postprocessing time of mapack [4], flowpack [6], pipelining and retiming for the three approaches, because it is usually small compared to the label computation time, and the postprocessings are not our contribution. The results show that TurboSYN can reduce the clock period by 1.72 and 1.96 times as compared with FlowSYN-s and TurboMap, respectively. But TurboSYN uses 19% more LUTs and 76% more FFs as compared with FlowSYN-s, and 31% more LUTs and 54% more FFs as compared with TurboMap. In most of the cases, the CPU time of TurboSYN is less than 5 minutes, except for the last two biggest examples. For s38417 and s15850.1, TurboSYN uses 45 minutes to 1 hour of CPU time due to the big sizes of the circuits.

6 Conclusions and Future Work

We present a new algorithm TurboSYN for FPGA synthesis with retiming and pipelining to minimize the clock period. Instead of minimizing the clock period directly, we propose to minimize the MDR ratio and use pipeline to eliminate all critical I/O paths. We propose a novel positive loop detection technique to enhance the label computation of both the TurboMap [11] and TurboSYN algorithms. The results show significant improvement over existing FPGA mapping and resynthesis algorithms (1.7 to 2 times reduction on the clock periods).

TurboSYN loses on area as compared to TurboMap and FlowSYN-s due to shortcomings of the single-output functional decomposition. Since no sharing of inputs between different LUTs are considered, the more functional decompo-
sitions we perform to reduce the MDR ratio, the more LUTs we may generate. Though the single-output functional decomposition is powerful enough for MDR ratio minimization, the multi-output functional decomposition would be useful for area minimization. However, multi-output functional decomposition is more difficult and takes much longer time. We are going to incorporate new logic synthesis methods into our TurboSYN algorithm for area minimization.
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