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An Efficient Algorithm for Performance-Optimal
FPGA Technology Mapping with Retiming

Jason Cong and Chang Wu

Abstract—It is known that most field programmable gate combinational subcircuits may not lead to an optimal mapping
array (FPGA) mapping algorithms consider only combinational  solution for the entire sequential circuit due to the effect of
circuits. Pan and Liu [22] recently proposed a novel algorithm, atiming Retiming is a technique of moving FF’s within the
named SeqgMapll, of technology mapping with retiming for . it without ch ing the circuit behavior. E inale-oh
clock period minimization. Their algorithm, however, requires circuit without ¢ anglng e circui X ehavior. -or singie-phase
O(K3n®log(Kn®)logn) run time and O(K2n?) space for clock and edge-triggered FF's, Leiserson and Saxe [16], [17]
sequential circuits with n gates. In practice, these requirements solved the retiming problem of minimizing the clock period
are too high for targeting K-lookup-table-based FPGA's or the number of FF's.
implementing medium or large designs. In this paper, we  geyeral FPGA synthesis and mapping algorithms have been

present three strategies to improve the performance of the . . L2 .
SeqMapll algorithm _significantly. Our algorithm works i proposed specifically for sequential circuits. The approach in

O(K?nm | P, | logn) run time and O(K | P, |) space, where [19] does not consider retiming, but rather, its objective is
ny is the number of labeling iterations and| P, | is the size of to consider proper packing of LUT’'s with FF’'s to minimize
the partial flow network. In practice, both ma and | P, | are less  the number of configurable logic blocks for Xilinx FPGA’s
Lh;r;é‘b r’?‘rg%crig':t"{gﬁgggt; Cﬂts‘éocr?]”s'td?red in our algorithm 1301 The methods in [23] and [29] are heuristics that consider
i i putation. loopless sequential circuits. Touadt al. [28] proposed an
Index Terms—Expanded circuit, field programmable gate ar- approach of retiming specifically for Xilinx FPGA’s after
ray (FPGA), lookup table, retiming, technology mapping. mapping, placement, and routing. A significant advancement
was made recently by Pan and Liu [22]. They proposed a
I. INTRODUCTION novel algorithm, named SeqMapll, to find a mapping solu-

ion with the minimum clock period under retiming. Similar

. . .t
HE technology mapping and synthesis problem for fiel : . . .
I programmable gate array (FPGA's) is to produce 0 the FlowMap algorithm [5], their algorithm works in

equivalent circuit for a given circuit using only specific pro-WO phases: the labeling phase and the mapping generation

grammable logic blocks (PLB’s). More specifically, withouphase' They mtroduced th? idea_of e_xp_anded cireults to
. . . . represent all possiblg(-LUT’s under retiming and node-
synthesis, the PLB’s in a mapping solution form a cover of _,.”~ . . X X
. - . . . replication. An iterative method is used to compute labels for
gates in the original circuit possibly with overlap. There are

. . . . all nodes. The time and space complexities for SeqMapll are
a variety of different PLB architectures. In this paper, w%(Kgns log(Kn?)logn) and O(K2n?), respectively, for a
consider a generic type of PLB: thE-input lookup table ~Y".° ' *
(K-LUT), which has been widely used in current FPGﬁrcwt with n gates [22] Although the SeqMapll algorithm

. ._runs in polynomial time, it has two shortcomings: 1) too
technology [1], [18], [30]. Most of the previous LUT mapping any crfnd)i/date valuesO(Kn?)) need to be cc?nsidgred

algorithms optimize either area (e.g., [13], [14], and [20 S
or delay (e.g., [5], [15], and [21]). The algorithms in [4] or each Iab2el update and 2) thg expanded. circuits are too
- . : rge (O(Kn*) nodes) for computing the optimal solutions.
and [7] consider both delay and area. The algorithms in [2 ; :
. o . perimental results show that the run time of SeqMapll for
and [27] consider the routability. A comprehensive survey g

FPGA mapping algorithms is given in [6]; however, mos?omputlng the optimal solutions is too long in practice (e.g.,

of these approaches apply only to combinational circuitaorc han 12 h of CPU time for a design of 134 gates on a
pp pply only PARCS5 workstation).

For sequential circuits, these approaches assume that . . .
i . , : . In this paper, we present three strategies to improve the
positions of flip-flops (FF's) are fixed so that the entire . N S
erformance of the label computation significantly, which is

circuit can be partitioned into combinational subcircuits, ea{he most time-consuming step in SeqMapll [22]. First, we

of which is f.“apped separately. A major I|m|'§at|on of th.esﬁrove that the monotone property of labels holds for sequential
approaches is that they do not consider mapping and retimin

simultaneously. In fact, the optimal mapping solutions for aﬁ|9cuits, then develop an efficient label update to speed up the
y: ' P bpIng algorithm by a factor oflog(Kn?). Second, we propose a
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Our experimental results show that the average numbers of
nodes in the partial flow networks are far less thanwhich

is a big improvement over th€(Kn?) number of nodes in

the expanded circuits used in SeqMapll [22]. Last, strongly
connected-component (SCC) partitioning and heuristic label
ordering are used to eliminate much redundant label com-
putation to further speed up the algorithm. In practice, our
algorithm works inO(K?n?logn) time and O(Kn) space
according to our experimental results. The area reduction is
also considered in our algorithm by choosing a low-déstut

for every node. As a result, our algorithm is 2¢810% times
faster than SegMapll-opt for computing optimal solutions,
and even eight times faster than SeqMapll-heu, which uses (b)
very small expanded circuits as a heuristic. Furthermore, our

algorithm reduces LUT count by 28%, and FF count by 27%

and achieves clock periods 23% shorter as compared with i
SegMapll-heu [22].

The remainder of this paper is organized as the following.
Section Il presents the problem formulation and definitions.
Section 1ll gives a review of the approach by Pan and Liu ©
[22]. Our improved algorithm is presented in Section IV. ThEig- 1. Simple and nonsimple mapping solutions.
experimental results are presented in Section V, followed by

conclusions and future work in Section ¥I. We useG(V, E, W) or G to denote theetiming graph[17]

of a sequential circuit, wher® is the set of nodes representing

the gates in the circuitf is the set of edges representing

the connection between the gates, dfidis the set of edge
Given asequentialcircuit, the technology mapping prob-weights. Edge:(u,v) denotes the connection from gateto

lem for K-LUT-based FPGA's is to construct an equivalengatev andw(e) denotes the number of FF’'s on the connection.

circuit consisting of K-LUT's and FF's. For performance The path weight,denotedw(p) of a pathp, is the sum of

iy
i3

Il. PROBLEM FORMULATION AND DEFINITIONS

optimization, we study the following problem. weights of all edges on the patki, is a subgraph of7
Problem 1: For a sequential circuit, find an equivalent LUTconsisting of node; and all nodes that have pathso
circuit with the minimum clock period under retiming. For a simple mapping solutio®d and a given clock period

As in [5] and [22], theunit delay modeis used in this paper, ¢, theedge lengthdenotedength(e) of an edgez, is defined
which assumes that the delay of each LUT is one and the detaybe —¢ - w(e) + 1. The path length,denotedengti(p) of a
of each net is zero or a constant. pathp, is3_ ., length(e). Thel-valuely(v) of a nodev in a

A mapping solution in which the output signals of all LUT’smapping solution/ is the maximum length of all paths from
are from the original circuit is calledsimple mapping solution primary inputs (PI's) tov in M. We definel;;(v) = 400
[22]. As shown in Fig. 1(b), the outputs of LYTand LUT,, if there is a path from one of the PI's te going through
are the outputs of, and w in the original circuit shown in a (feedback) loop of positive length. It was shown that for
Fig. 1(a). But the output of LUT in Fig. 1(c) is one clock a mapping solutiond/ and a given¢, the retimed clock
cycle ahead of the output efin the original circuit. Pan and period is no more thag if and only if [;;(v) < ¢ + 1 for
Liu [22] showed that there exists a simple mapping soluticevery POw [22]. The label of node v, denotedi’?*(v), is
whose clock period under retiming is equal to the minimumefined to be theninimuml-values of theX'-LUT's rooted at
clock period among all mapping with retiming solutions. This amongall mapping solutions. Clearly, there is a mapping
means that there is no need to move FF's before mappingswlution with retimed clock period of no more thanif and
order to get an optimal solution to Problem 1. Furthermorenly if °?*(v) < ¢ + 1 for every primary output (POY
they proposed to solve the decision version of the problem[22].

Problem 2: Given a target clock periog, determine the  Now let us introduce the definition df’-cuts. In a directed
existence of a simple mapping solution whose clock periagtaph with one sink and one sourceswd (X, X) is a partition
under retiming is no more thas. of the graph such that the sink is I§ and the source is in

As in [5] and [22], the results in this paper apply to onlyX. The node cut-set’ (X, X) is the set of nodes il that
K-bounded networks, i.e., each gate in the network hasae connected directly to nodes }. If | V(X,X) |< K,
most K fan-ins? In the remainder of this paper, all circuitsa cut(X, X) is called ak-feasible cutor K-cutin short. A

are assumed to b&-bounded. cut is amin-cutif | V(X, X) | is minimum. To determine the
existence of & -cut, one can compute the max-flow from the
2 An extended abstract of this paper appears in [10]. source to the sink and decide whether it is larger tha(see

SWhen a circuit is notK-bounded, we can use gate decompositiotl;sl for deta"s)' This process is calleff -cut computatiorin
algorithms in [2], [3], and [8] to decompose gates with more thafan-ins.  this paper.
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new lower bound is computed as

@ @ lpew (V) = min h(X7 Y)
5 ‘ VK —cut( X, X Jegkn
e @ This value is determined by binary search amang@in?)
©

o~
o~
[

candidates in the set ¢f(w) — ¢ - w + 1 | w® € €57} and
@) () performing aK -cut computation for each candidate value. The
computation time for every,...(v) is O(K?*n?log(Kn?))
@ @ based on network flow computation. The labels of all nodes
can be determined i(K3n>log(Kn?)) time because there
B ® ® ® is a total ofn® label updates [22).
SegMapll [22] is the first polynomial algorithm to find a
mapping solution with the optimal clock period under retim-
@ @ @ @ ing. However, two major shortcomings make this approach
inefficient in practice. First, the expanded circéiff™ is too
6 large [O(Kn?) nodes andD(K?n?) edges], which requires
prohibitively large memory and run time for circuits with more
than 1000 gates. Second, too many valugéin?)) have to

(d) (e) be considered when computing the new lower bound of each
Fig. 2. Expanded circuits. node label.
. REVIEW OF THE SEQMAPII A LGORITHM IV. TURBOMAP ALGORITHM

The SeqMapll algorithm works in two phases: label com- In this section, we present three strategies to improve the
putation and mapping generation. The label computation std@gel computation of the SeqMapll algorithm, which is the
with a lower bound on the value of each node label arfdost time-consuming step. First, we prove the monotone
repeatedly improves the lower bounds until they all converdoperty of the node labels and develop a new procedure
to the node labels. The initial lower bounds are zero for the Pfar computing atighter lower bound with asingle K-cut
and—oc for the other nodes. Based on the current lower bou§@mputation. Second, we propose a new approach to compute
I(v) of each nodes, Pan and Liu [22] presented a procedurdS-cuts on much smaller partial flow networks, which are
to determine a new lower bourig..,(v). They introduced the built incrementallyduring the K -cut computation. Third, SCC
concept of expanded circuits for each nade represent all partitioning and depth-first-search (DFS) ordering are used to
possibleK-LUT’s rooted atv with consideration of retiming €liminate much redundant label computation and reduce the
and node replication. An expanded circéjt of nodewv with number of labeling iteration to further speed up the algorithm.
control numberi is a directed acyclic graph (DAG) rooted
at v formed by replication of nodes i6,, such that€! has A. Label Update with Single K-Cut Computation

the property that all paths from a node to the root have the, SeqMapll [22], to computé,...,(v) for a node, it is

same number of FF's. If a replication of nodepassesw necessary to perform binary search among{Kn?) pos-
FF's before reaching the roatin £, we denote itu” and gjple values inf{l(w) — ¢ -w+1 | u € X7}, which

call its weightw. The control number: of £ is the shortest requiresO(log(Kn?)) K-cut computations. In our approach,
distance (in terms of the number of edges) between the r compute aighter lower bound?..,(v) with single K-
and each leaf i’ that is not a replication of a Plit#,. FOr - ¢+ computation to speed up the algorithm by a factor of
example, Fig. 2(b)—(e) is four expanded circuifsof nodec O(log(Kn?)). Let
shown in Fig. 2(a) with control numbeérfrom zero to three,
respectively. Lw)= max {l{u) — ¢ - wle)}.
Pan and Liu [22] showed that to examine AlILUT’s for Veluw)ed,
a nodev, it sufficed to examine all thé-LUT's that can be \ve ypdate the lower bound on the value of the labeb @fs
derived from theK-cuts in £X™. With the assumption that 5| ows:
the weight of each edge is at most one, it was shown that the o
numbers of nodes and edgeséifi™ are bounded by(Kn2) ) L), if 3K —cut with h(X, X) < L(v)
and O(K?n?), respectively, where: is the number of gates new(V) = L(v) + 1, otherwise.
in the original circuit [22]. In an expanded circuit of nodg
the height (X, X) of a K-cut (X, X) is defined as Obviously,, . (v) can be computed with singl&-cut com-
putation. Recall that this result is similar to Lemma 2 in [5],
h(X,X) = max _ {l(u) —¢-w+1} which applies to combinational circuits only.
VeV 4The total number of label updates was shown t@Xe?) in [22]. In [24],

however, it changed t6)(r?) due to the difficulty of proving that)(n?)
based on the current lower bountis) of node labels. The guarantees finding an optimal solution.
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Fig. 3. Proof of monotone property of node labels.

The correctness of our approach is based on the fact t
Liew(v) < U (v) < 1°PY(v), wherel, ., (v) is the lower

new

bound computed in SeqMapll [22]. This can be proved bass

on the monotone propertyof node labels. In a sequential
circuit, which has a mapping solution with a clock perio
of no more than a givenp, we say that the set of its
node labelsi°?*(v) is monotoneif for any edge e(u,v),
P () — ¢ - w(e) < 1P (w).

Theorem 1 (Monotone Property)n a sequential circuit
that has a mapping solution with the clock period of no mo
than a givenp under retiming, the node labels are monoton
That is, 1°P*(u) — ¢ - w(e) < °P'(v) for every edge(w,v)
in the retiming graph of the circuit.

Proof: For each edge(w, v) in the original circuit, there
exists a simple mapping solutidd such that ,(v) = [°7*(v).
Let LUT, denote theK-LUT rooted atv in M. We consider
the following two cases.

Case 1: u is a fan-in to LUT,. According to the definition
of l-values, thel-values ofu and v in M satisfy Iy, (u) —
¢ wle) +1 < ly(v) = 1°P(v). Sincel°rt(u) < Iy (w) by
definition, we havel°r*(u)—¢-w(e) < Ip(u)—¢-wle)+1 <
17! (v)).

Case 2: u is covered inside LUYJ, as shown in Fig. 3(a).
Let w(e) be the number of FF's on edg€w, v) andw,, be
the number of FF’'s on edge(z;,LUT,) for each fan-inz;
of LUT,,. In formation of LUT,, we have to push those(e)
FF's on e(u,v) back to LUT,’s fan-in edges as shown in
Fig. 3(b)° Let H,, be the sub-DAG rooted at inside LUT,,.6
The edge weight after retiming of each fan-in edge;, H,,)

741

edgee(x;, LUT,,) is w,, because those(e) FF's were pushed
back only on edges(z;, LUT,). Thel-valuely; (u) in M’ is
max

I i) — ¢ Wey 1
VfaninacitoLUTu{ M (.’L’ ) ¢ Wy, + }

X oT {l]w(l’z) — (/)-w,;i —I—].}

{e
Vianinz; toL

11\4/ (U,) =

Since every input of LUT is also an input of LUT
opt _ _ N — -’
) =ly(v) = max Al () = ¢ow, + 1}
> omax (@) = ¢ (w, +w(e) +1}
Vfanilr?a?iXtOHu {ZJW(:L'Z) B d) " Was + 1} B d) . w(e)
=l (u) — ¢ - w(e)
> 1P (u) — - w(e).
This concludes thatt?*(u) — ¢ - w(e) < [°P*(v) for any edge
e(u,v) in the original circuit. O
Let one iterationdenote the computation process wh&re
is updated once for every node(in an arbitrary order). We
r%ove the following.

heorem 2: For a sequential circui&y that has a mapping
solution with a clock period under retiming of no more than

| iveng, the inequalitied,,..,(v) < I .. (v) < 1°P*(v) hold
guring every iteration.
Proof: It is clear thatl,..,(v) < I,.,,(v) based on the

!
new

definitions of [,..,,(v) and ., (v). We provel
[°P*(v) by mathematical induction.

Initially, I(v) = —cc < 1°P*(v). Now suppose that(v) <
[°P'(v) holds for every nodes at the current iteration. We
ove that the newly updated lower boutid, (v) < [°P*(v)

Ids for every node. Sincel(v) < [°P*(v), we have

(v) <

L(v) = v@égﬁg(}{l(@ —¢-wle)}
< o max {17 (w) - ¢~ wie)}
<P ().

Case 1: If there is aK-cut in ££™ with h(X, X) < L(v),
then?/. ., (v) = L{v) < I°P!(v).

Case 2: If there is noK -cut in £5™ with A(X, X) < L(v),
thenl), ., (v) = L(v) + 1. To provel’,. (v) < I°P'(v), let us
prove by contradiction. Suppo$&?(v) < /.., (v) = L(v)+1.
Since L(v) < I°P*(v), it must be thatf“?*(v) = L(v).

SupposeV! is a simple mapping solution such that(v) =
°P'(v) and LUT, is the LUT rooted ats. Since any LUT
rooted atv corresponds to akK-cut in X7, let (X, X)
be the cut withX = LUT,. So (I°7*(v) = Iy(v) =
max\,uwev(xj){lM(u) —¢-w+1}). Based on the definition

of 1°P*(4) and the assumption théfw) < 1°P*(w), it must be

of H, isw}, = w,, +w(c). The edge weight for the rest of thethe case that

fan-ins of LUT, remains unchanged, i.ey;, = w,,. Since
H, can be covered by &-LUT by replicating H,, explicitly
outside LUT, to form LUT,,, we get another simple mapping

solution A/’ as shown in Fig. 3(d). Note that the weight of

5Note that the FF’s cannot be pushed down to the output of LB A
is a simple mapping solution.

6Note that the FF’s insidél,, need to be pushed back on edge;, H,,) as
well. For ease of presentation, we assume that includes both the numbers
of FF's originally on edge:(x;, H,) and from insideH., .

L) =1""v)=lyw)= max _ {ly(uw) —¢ - w+1}

Vur cV (X, X)
max{I?'(u) —¢-w+1} Vu* € V(X,X)

2
> max{l(u) — ¢ -w+1} Yu* € V(X,X).

It means that(X, X) = maxy, . cyx x)11(u) = ¢ w+1} <
L(v). The result is contradictory to the assumption that there
is no K-cut in £X™ with height of no more tha(v). m
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Note that the above results depend on neither the order of
label update nor the number of iterations performed. Therefore,
we can conclude that the inequalitiés.,(v) < /., (v) <

[°P'(v) hold for every nodey during every iteration.

B. K-Cut Computation on Partial Flow Networks

In this subsection, we present a new approach to de-
termine if I_ (v) = L(v) by max-flow computation on
much smaller partial flow networks than that of the expanded
circuit £5™ used in [22]. To check whethéf,.,, (v) < L(v)
with the approach in SeqMapll [22], one needs to build the
expanded circuitx™ and construct the corresponding flow
network, and then decide the existence aiacut by max-
flow computation. In TurboMap, however, we construct the
flow network incrementally without constructing the entire
E£Xn_ More important, we construct the flow netwqust large
enoughto determine whether & -cut exists. Recall that all the
previous flow-computation-based FPGA mapping algorithms
[5], [7], and [23] build the entire flow network before the
max-flow computation. Thus, they are less efficient than our
approach, and can be improved in a similar way.

The basic idea of our algorithm is that, although the flow
network for€X™ is very large, the union of th& + 1 shortest
augmenting paths (in terms of the number of edges) is usually
much smaller. (Note that we only need to determine whether or
not the value of a max-flow is no more thah Searching for
K +1 shortest augmenting paths is enough.) So if we start from
9 and grow the flow network during th&-cut computation Fig. 4. I_ncremer]tal construction of the partial flow network with-cut
. computation. (a)G. and (b)-(g) are the flow networks we constructed step
incrementally,the flow network constructed would be muchyy step. The sources of the flow networks atethe sinks are. The number
smaller than ™. We call the flow networks constructed bybeside each edge is the flow capacity, which, in defaultois
our approach theartial flow networks

When updating the label lower bound for node we
construct the partial flow network, denot@, directly from
G,,. As shown in Fig. 4(c), the edge direction7 is reversed
from that in G, [shown in Fig. 4(a)]. Tha is the source of
P., and all theu® for Pl » will be connected to the sink

® ()

augment the path, cle#®, and start fromw® again to search

for another shortest augmenting path until no more augmenting

paths exist [in this case, we assig, (v) = L£(v)], or we

find the (K + 1)th augmenting path [here, E-cut does not

exist and we assiglf,.,,(v) = L(v) + 1].

of P,. o o ] o ] Let us look at an example of constructing the partial flow
A node «* in an expanded circuit o is critical if otwork for nodec in G. shown in Fig. 4(a). Node is a

l(u) = ¢-w = L{v). The basic idea of partial flow network ,imary input withi(i) = 0. Each black bar represents an FF.
construction is to perform breadth-first search®Bp during o, "= 3 and ¢ = 1, supposd(a) = I(b) = 1. We now

the construction of?,. We maintain a first-in, first-out (FIFO) computel,.(c). Since £(c) = 1, we only need to decide
queue(, which initially includes only node?, the source of |\ nathers’ . ( ’

. , ! ewl€) = L(c) or L(c) + 1. The construction of the
P». Each time, we fetch a node” from Q to process and add o iia| flow network is shown step by step in Fig. 4(b)—(g).
new nodes to the end @} until  is empty oru® has an edge a; first we create:” as the source of the partial flow network

to the sinkt. Suppose:* is the current node fetched from the, 4 put it in an FIFO queu®. Then, forc® getting fromQ

queue. Ifu™ has fan-ins in the partially constructéy, we put nodesi’, 2 and edges(c?, b°), ¢(c?, i2) with flow capacity of
the fan-ins to the end a. If, however,u* does not have fan- .\l pe created based on edge®, ¢), e(t,¢) in G... Nodes
ins andu is not a Pl inG,, we create the fan-in edges fot’ B°.i2 will be put to the end ofQ. In the foIIowir{g, B0 42
and add new nodes to the flow network as follows. For ea ; 0 2
i e (1) of I G, we rate o s gt 57, EES Y O Sl
wtw(e) . wtw(e) VL L ) ;
and a; if they have not been created and piftt [becausd(b) — ¢ - 0 = 1 = L(c)], the flow capacity of edge
first and thena;”* ) to the end ofQ. We add a new edge ¢(1,19) is 0. On the other hand? is not critical [because
e(awtwle) a’i‘”’“’(ﬁ)) and assign the flow capacity to be if (i) —¢ -2 = -2 < 1 = £L(¢)], so the flow capacity of edge
a“tv(e) is a critical node, or “1” otherwise. Then we add edge(<2,4?) is one. The current flow network is shown in Fig. 4(c).
e(u?, a* () with flow capacity ofx. If v is a Pl inG,,, we  Sinces is a Pl, a new edge(:?,t) with flow capacity ofco
connectu® to the sinkt with flow capacity ofoc and find one will be created, and one shortest augmenting path is found.
augmenting path. Whenever an augmenting path is found, wer augmenting this path, we cle@ and start from:* again
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Fig. 5. K -cut computation on partial flow networks. The heavy shaded area is.LUfe light shaded area is the partial flow netwd@rk. The entire
network corresponds t&Xn="?,

to search for another augmenting path. The flow network is monotonically increasing if we always augment the shortest
shown in Fig. 4(d). When reaching, which was created in augmenting paths. Séy(v°,u®) < §7(v°,u*) < 2Kn for
previous steps, we need to create the fan-out edgé$ afd any leafu™ € P,. This implies that the shortest path distance
add two pairs of node$a®, a{} and {a', ai}. The new flow from the root to every leaf irfP, is less than2Kn. So
network is shown in Fig. 4(e). We then create the fan-out edgBs C F25n, O

of a? and add two node§i®, i9}, as shown in Fig. 4(f). Now Theorem 4:There exists a-feasible cut inF2X" if and

we find and augment another augmenting path. The new flonly if there exists ai-feasible cut inP,.

network is shown in Fig. 4(g). Proof: (<) It is obvious becaus®, C F2&n.

As shown in Fig. 5, after finding three augmenting paths, (=) We shall prove that for the min-volume min-qut, X)
there exist no more. The value of max-flowdé= K) and in F2%", X and (X, X) are included irP,, where the min-
thereforel/, . (c) = £(c) = 1. The light shaded area is thevolume min-cut is a min-cut with the minimufnX |. (Note
partial flow network®., which corresponds to the expandedhat the root" is the source of the flow network and belongs
circuit £2 in this example. As shown in Fig. 5. is much to X.)

smaller than the entire flow network corresponding fo=2. One important property of the min-volume min-qut, X)
The heavy shaded are¥,. shown in Fig. 5, of the min-cut is that every node inX is reachable from the source in the
(X, X.) in P, forms aK-LUT rooted atc. residual graph of a maximum flow based on Lemma 6 in [5].

Since only the first(K + 1) shortest augmenting paths Since (X, X) is K-feasible, X has at mos2Kn nodes.
are searched, the incrementally constructed flow networks dfee reason is that if X |> 2Kn, at least one node
much smaller than the flow networks corresponding to the the original circuit has2K + 1 duplications inX with
large ££™. Our experimental results on MCNC and ISCAS (2K +1)/2] = K +1 different weights. (Note that each node
benchmarks show that the average numbers of nodes in im&X™ becomes a node pair with the same weigh#gf<™.)
partial flow networks are always far less thanAs a result, Since every node is reachable from the PI's (nodes isolated
each label update takes ord¥( K ?n) time andO(Kn) space from the PI's can be deleted easily with a preprocessing), there
in practice. must be a pathp of ¢ ~ u in the original circuit from a P{ to

To bound the partial flow networks to be no larger than the Thus, for each duplication®, there is a unique duplication
flow network of X7, we add an additional criterion to theu® ~» “+“® of p in F2K", |t means that the max-flow in
partial flow network construction. Since the shortest path frofi2%" is at leastK + 1, and the cut is noK -feasible.

a leaf to the root in€X™ is bounded bykn and each node Let F' be a maximum flow withvalue(F) < K. Since any
needs to be split into two nodes to construct the correspondinij € X is reachable from the soure€ and| X |< 2Kn, the
flow network, the shortest path from the root to a leaf in thghortest path length in the residual graph{v?, u*) < 2Kn—
flow network of £X™ is bounded by2 K n. Therefore, we limit 1. Therefore, for any flowf with value(f) < value(F),
the augmenting path length to be no more thdfin in P,. &;(° u*) < §r(v°,u”) < 2Kn — 1. Note thatu® ¢ P,
In other words, if the shortest augmenting path length froihand only if §;(v°, w*) > 2Kn. Thus, anyu* in X is also
the source® to * during the construction oP, is 2Kn, we in P,. Since anyu!’ € V(X,X) is connected directly to a
mark «* as a leaf and connect it directly to the sink withounode v* € X, where {uv*,«{’} is a node pair and will be
growing further tow’s fan-ins. LetF2%™ be the corresponding created together if®,, thusuy’ € P,. O
flow network of 5™, We prove thatP, C F257, and there
is a K-cut in F2K7 if and only if there is ak-cut in P,. o )
Theorem 3: P, C F2Kn. C. SCC Partitioning and DFS Ordering

Proof: Let§(v°,u*) denote the shortest path length (in An SCC of a retiming grapl&(V, E, W) is a maximal set
terms of the number of edges) from the radtto «* in the of verticest/ C V such that for every pair of nodesandwv in
residue flow network after pushingflows. Based on Lemma U, there are both paths ~~ v andv ~» w«. Clearly, the labels
27.8 in [11], the shortest path distance in the residual graphtwo nodesu andv are mutually dependent only if they are
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in one SCC. For andw in different SCC'’s, e.g.x ~» v but TABLE |

v » u, the label ofu can be computed before the labelwof CuT-CAPACITY ASSIGNMENT FORI' = 5. THE
. . . MIN-CuT SizE Is THE MiNIMuM CuT Size ON P,

without iterations betweem and v.

TurboMap first computes all the SCC’s and sorts them in a node cut-capacity
topological order in linear time based on the algorithm in [12]. min-cut size | LUT root | non-LUT root
Then it labels the nodes in each SCC together. For different 2 3 2
SCC's, the labels are computed separately in the topological 3 | 3
order of SCC’s from PI's to PO’s. Our results show that with 9 1 5

the SCC partitioning, the computation time of TurboMap can
be reduced by 50% on average.

The computation order is also important to the rate of TABLE I
. . o INITIAL CIRcuUITS FOR MCNC FSM’s AND ISCAS BENCHMARKS

convergence of labeling computation. In [22], it is proved that
the number of labeling iterations is bounded @yn?), which circuit. [PLTPO[GATE [ FF [ @ [ ®py
is too large in practice. In TurboMap, we compute the node *H:llfl ‘i 2 jb 12 ;2 ?

. . dk15 o b 15 7

labels in the order base_d on DFS from the outputs to the inputs Ak 16 2 3 162 51 36 14
of each SCC. If node: is searched after node we update dk17 2 3 12 5120 2
the label ofu beforew in every iteration. Our experimental kirlkman 12 1(6 ig? 5 ig 2
results show that if there is a feasible solution for a target clock i? i ;’5 10[7 : e 7
period, all the node labels can be computed in 5-20 iterations sse 7 7 74 4|17 7
in almost all the cases, which is much less than the worst case keyb [ 134 o ig }0
B : styr 9 10 281 H | 48 7
bound of O(n) under an arbitrary computation order. sond " 9 397 17 | 44 6
planetl | 7| 19 348 6|16 19
SR scf 27 | 54 516 7135 14
D. Area Minimization $9234.1 | 28 | 39| 1299 | 13519 5
After obtaining the minimum clock period,,;, and all the sH378 35| 19 1503; 1?; 1{; 4
: : . : $15850.1 | 76 | 118 { 3801 | 515 | 3 8
node labels, we can form a mapping with retiming solution by csaa17 | 98 | 106 | o817 | 1464 | 24 3

implementing each¥ as the LUT rooted at each nodefor
the min-cut(X, X) of v computed during label computation.

Although this solution has the minimum clock period aftets an LUT root. Otherwise, we assign the cut capacity to be
retiming, the area may not be good. In this subsection, We ¢ the min-cut in the new flow network ig-feasible, it
propose a heuristic to compute a low-cdstcut for every corresponds to a zero-cakt-cut onP,. Otherwise, there does
node based Ol?mi_n to reduce the number of LUT’s. Since th&, ot ayist any zero-cosk-cut onP,. In this case, if the min-
number of FF's is undetermined before retiming, we reduce \ve computed happens to have cost one, it corresponds to
only the number of LUT’s during mapping, while minimizing min-costi-cut onP,. If, however, the cost of the min-cut
the number of FF’'s during a postprocessing of retiming [17], larger than one, we try to find a lower cdstcut with one

. T_here are t.WO apprqaches_to r_educe the numbers of LU ’aditionaIK-cut computation by assigning different cut capac-
in final mapping solutions. Flrs_t IS to e”_'aTge the volume Yfies to LUT roots and non-LUT roots based on the min-cut
;aachK-gu't[, as mL[LrJE’JIL’ Secofnclil IS to maximize the sharing q ize onP,, as shown in Table I. The cut capacity is assigned
an-ins between S as T0llows. in such a way that a min-cut in the new network corresponds
S'”.‘"ar to CutMap [7], we define the cost of a node to bFo a min-cost cut onP, if the min-cut is K-feasible. For
zero if the node has already been marked as an LUT ro §<ample, suppose dh, one min-cut size is three with cost of

and one otherwise. Initally, all PI's, PO's, and nodes wit 0, and there exists another cut with a cut size of four and
large fan-out numbers are marked as LUT roots. Our approacc%

) . - st of one. Based on the assignment table, the cut capacit
begins with an FIFO queu€ containing all PO’s. For every of the min-cut isl +2-3 = 7 Tlr?e cut capacity of th: ochr e
nodewv fetched from the queue, we compute a low-chstut o pacty

: i 1-3=6,h it is the min- h
and put all nodes in the cut-set to the endoédnd mark them ﬁg\t/vliztjvorkim d6(;anol:\?:e e;i)eurh;?hl:clj th;r:)'(r_]ﬂglx cc:):n: ﬁtgﬁc\;vn
as LUT roots. If the cut cost of the cut efcomputed during 9 P )

N - . Note that this approach is not guaranteed to find the min-cost

labeling is zero, the cut has the minimum cost. Otherwise, .
. - -cut on P, because the min-cut on the new flow network

try to compute anotheK-cut of v with smaller cost with two

o . . o may not beK -feasible. For the previous example, if there is
additional max-flow computations in a heuristic way. . . .
. . also a cut with cut size df > K = 5 and cost of zero, the cut
First, we compute a zero-cost min-cut for nodeby

. . capacity is six. It is also a min-cut on the new flow network
constructing a new flow network and computing the max-flov%. . . :

: : ut not K-feasible, and cannot be implemented in one LUT.

Let thecut capacityof a node be the edge capacity of the ed Gﬁ th that the min-cut found on the new flow network i

connecting the node pair of the node in the new flow network. € case that the -cut found on the NEw Tlow Network 1S

We assign the cut capacity of’ to be zero ifu* is noncritical, no'tAfIt( -feastltt_)le, ;’r\ie Il<eep th;{mmt-cuXt i(_ﬁ“ fofr nodew. d
i.e., Pt (u) — ¢-w—+1 < [°Pt(v), andu has already be marked er getting the low-costk-cut (X, X) of every nodev,
we then try to pack single-output fan-ins of the cut into
"Recall that each node in the expanded circuit corresponds to a pair'(glr LUT'U)'_ Qur expe”mental reSU|t$_5hOW that this approach
nodes in the flow network. is very efficient (with only two additional max-flow compu-
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TABLE I
PERFORMANCE COMPARISON BETWEEN TURBOMAP AND SEQMAPII ON A SPARCS. BITRY “***” | NDICATES THAT
SeQMAPII-0PT DID NOT PRODUCE A RESULT AFTER RUNNING 24 H. “GEO-MEAN" LIsTS THE GEOMETRIC MEAN
OF THE RESULTS. “SuB-MEAN" L ISTS THE GEOMETRIC MEAN OF THE RESULTS OF THEFIRST EIGHT EXAMPLES

circuit, TurboMap SeqMapTl-hecu SegMapll-opt
TUT] FF [ & [ CPU |LUT] FF | & | CPU |LUT [ FF | ® | CPU

bbara 12 T3 0.3 19 9 4 7.0 12 9 3 201.6
dk15 7 2 1 0.4 23 3 6 13.0 T 2 1 169.0
dk17 6 3 1 0.4 14 4 4 15.0 6 3 1 303.3
kirknian 53 231 5 1.2 66 22 5 11.7 65 23 5| 4341.9
sl G2 11 7 1.7 62 12 7 17.9 62 12 7 | 14359.5
s5¢ 15 10 6 0.9 50 16 6 14.3 50 16 6 3199.7
exl 91 21 8 2.8 89 24 8 i8.4 89 24 8§ | 31067.6
keyb 80 18] 9 2.7 89 14 9 34.6 89 14 9 | 456867.3
dk16 96 14 | 14 11.3 113 15 14 140.3 i B s roHk
styr 166 8|16 10.4 190 16 16 73.7 R B B HHk
sand 177 31115 11.5 211 27 15 179.8 R I s HEE
planet] 205 26 | 18 19.7 | 236 42 18 | 222.9 | *xx | *xx | oxxx HEK
scf 319 25 | 13 48.9 343 | 101 13 | 203.4 il Il Hxk
s9234.1 435 210 | 1 120.1 499 | 282 4| 274.6 Hrk | R | ek *rE
sH3T78 437 | 285 | 4 107.1 457 | 280 4| 167.5 i Il B ok
s15850.1 1148 | 744 | 8| 512.1 ] 1525 | 844 8| 8114 i I B ok
538417 3319 | 2378 | 6 | 1994.9 | 4002 | 2706 6 | 7921.1 il Ol s ek
geo-mean 112 301 6 8.9 144 38 8 74.4

ratio i 1 1 1| 128 ) 1.27 | 1.23 8.38 — — | — —
sub-mean 29 91 4 0.97 12 1t 6 15 31 10 4| 2748.91
ratio 1 1 1 1| 144 | 1.13 | 1.54 15564 | 1.05| 1.05 1| 2841.64

tations) and effective (reducing LUT count by 19% and FF TABLE IV
count by 7%). CompARISON OF THENUMBER OF NODES OF THEEXPANDED CIRCUITS USED

BY TURBOMAP AND SEQMAPII. ENTRY “***" M EANS NO RESULTS

. AFTER RUNNING THE ALGORITHM FOR 24 H. “GEO-MEAN” L ISTS THE
E. Summary of the TurbOMap AIgonthm GEOMETRIC MEAN OF THE RESuLTS “SuB-MEAN" L I1STS THE GEOMETRIC

In the preceding subsections, we have presented three strate- MEAN OF THE RESULTS EXCLUDING THE LAST FOUR ExAMPLES

gies to speed up the label computation of the SeqMapii— ‘ l [ TurboMap | SeqMapll-opt | SeqMapII-heu
' N e g LSz K7t 5 ]

algorithm [22] and one heuristic method to reduce the aredircuit | NODU | ¥V [Pow [Powy | E0G | ERy | Enas | iy

bbara 31 10 68 37 2226 1734 82 44

For a target clock period, our algorithm, named TurboMap,, ; 531 9| 5ol us| o524 | 2400 | ol 36

performs SCC partitioning at first. Then, in topological ordertk5 167 5| 380 | 190 | 49456 | 47784 196 ) 117

dk 17 AT 5 94 62 2948 2840 78 49

from the PI's to the PO’s, TurboMap computes the node labels,,, . 121 51 14| a7 | osso | sso1 ] 77 48

for each SCC separately. For each SCC, a number of eﬁlc:lentl B]« 3 1?7 Zg ?Z%S 1“{?% };j Zj

v ] D) ) 202z <

label update iterations are performed. e sl 4l sl a| east| eweo| 108 67

To find the minimum clock period, TurboMap performs keyb 143 G| 61| 63| 87435 | 32028 | 164 91

. . . sty 300 5 252 112 | 179268 | 167516 227 123

a binary search using the upper bound of the clock period;, 347 | 17| 220 | 100 | 167164 | 158678 | 229 | 116

computed by FlowMap [5] on each combinational subcwcumﬂane1 371 6 364 175 | 198261 | 196171 | 245 145

597 7 808 349 | 447506 | 431549 284 155

independently. After getting the minimum clock period and 923“ 1360 1 135 | 669 1 169 e e | 01 57

the low-costK -cut for every node, TurboMap generates thef?;;01 m; 1<li'_1 12;3 132 o o Hg 3?

B 5l 18 . * 6

mapping solution and then performs LUT packing [5] and;g,{i} 0807 | 1461 | 1178 | 133 - N 58

retiming to achieve the minimum clock period [17], [22]. geo-mean 216 | 91 — [ 1309 711

. . . . . ratio 1 1 — 0.h3 0.78

Theorem 5:For a K-bounded sequential circuit with <5 5 T68 | 70 [ 267015 | 24920.6 | 138.6 | 794

nodes, the TurboMap algorithm produce$(aLUT mapping atio 1 1] 1594] sl148] 08 1.0

solution with the minimum clock period under retiming in
O(K?nin | P, | logn) time, wheren, is an upper bound on
the labeling iteration number and?, | is an upper bound on
the numbers of nodes in the partial flow networks.

Proof: Each K-cut computation on the partial flow net-
work takesO(K? | P, |) time andO(K | P, |) space. Each 5> 3
label update iteration needs K-cut computation. The label P€ finished inO(k*n"logn) 3“[“3 Sche the original Se-
computation for a given target clock period take&k 2n;n | AMapll algorithm takesO(k*n” log(Kn®)logn) time and
P, |) run time with O(K | P, |) space requirement. CIearIy,O(KQ”Q) space to compute optimal mapping solutions with
the minimum clock period under retiming is less than the minimum clock period under retiming [22], TurboMap is
With binary search, the total run time of label computatioAboutO(Kn*log(Kn?)) times faster withO(Kn) times less
is O(K2?nyn | P, | logn). There are at mostn low-cost K- memory. In fact, our monotone property (first presented in
cut computations, each of which tak€$K? | P, |) run time [10]) was also adopted by the authors of SeqMapll to improve
and in totalO(K?2n | P, |) run time. So the total run time of its performance in a later publication [24].

TurboMap isO(K?nn | P, | logn) with O(K | P, |) space
requirement. O
In practice,n; < n and| P, |< n. TurboMap can




746 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 17, NO. 9, SEPTEMBER 1998

TABLE V
COMPARISON OF TURBOMAP WITH FLOWMAP AND CUTMAP PLus RETIMING. “GEO-MEAN” L ISTS THE GEOMETRIC MEAN OF THE RESULTS

circuit TurboMap I'lowMap+Retiming CutMap+Retiming

LUT } FF ] [ | CPU LUT ] FF | [ ] CcpPu | LUT [ FEF ] [ [ CPru
bbara 12 71 3 0.3 13 9 1 0.4 13 9 4 0.5
dk 15 7 2 1 0.4 7 2 1 0.5 7 2 1 0.5
dk16 96 14 111 11.3 101 ) 14 1.0 91 5 14 12.2
dk17 6 3 1 0.4 10 ) 2 0.4 9 3 2 0.5
kirkman 53 23 i} 1.2 18 5 6 0.7 15 5 6 1.3
ex1 91 21 8 2.8 83 5 8 0.9 81 5 8 2.1
sl 62 11 7 1.7 58 ) 7 0.6 H6 H 7 1.2
sse 15 14 [ 0.9 42 4 7 0.6 410 4 7 0.9
keyb 80 18 9 2.7 75 5 10 0.8 72 5 10 D.2
styr 166 8116 10.4 163 5 17 2.0 153 5 17 13.3
sand 177 311 15 11.5 176 17 16 2.5 164 17 16 36.3
planet1 205 26 | 18 19.7 213 6 19 2.6 189 6 19 18.1
scf 319 25 | 13 48.9 325 7 14 34 306 7 11 23.1
$9234.1 135 210 4 120.1 168 139 ) 10.9 433 148 H 60.9
sh378 437 285 1 107.1 173 301 4 8.4 454 295 4 17.1
s15H850.1 1148 744 8 512.1 | 1245 512 8 45.5 | 1070 512 8 | 160.9
538417 3319 | 2378 | 6 | 1994.9 | 3591 | 1464 8| T4.9 | 2880 | 1464 8| 257.9
geo-mean 112 30| 6 54.8 116 | 15.2 7 2.1 108 | 14.8 7 6.9
ratio i 1 1 | 1.04 ] 0511 1.14 0.04 | 096 0.49 | 1.14 0.13

V. EXPERIMENTAL RESULTS To show the effect of ouK -cut computation on partial flow

The TurboMap algorithm has been implemented in the petworks, we compare thga numbers of no_des of the partial flow
programming language on Sun SPARC workstations and incGWorks with those of " and £; used in SeqMapll [22].
porated into the SIS package [26] and the RASP FPGA syntHd1€ results are shown in Table IV. The column NODE lists
sis package [9]. The test set includes 13 MCNC finite state nf€ number of nodes in the retiming graph for each example,
chines (FSM's) and four large ISCAS benchmarks as used"ffich is the sum of the numbers of the PI's, the PO's, and
[10]. The initial gate-level circuits for technology mapping arf€ 9ates. The column FF lists the numbers of FF's in the

shown in Table 1I. Columns PI and PO list the numbers of prfiginal circuits. The columns with subscripisax and avg

mary inputs and primary outputs, respectively, of the circuitdSt the maximum and average numbers of nodes, respectively,

Columns GATE and FF list the numbers of gates and pef the partial flow networks or the expanded circuits over all
respectively, in the circuits. Columa lists the clock periods nodes in the original circuits and generated by each algorithm.

Kn
of the circuits after retiming but before technology mappingT©" the last four exampleg;;*™ cannot be generated due to

The experiments were run on a SUN SPARC5 workstatigither time or space limitations. The results show that the
with 96 MB memory.K is set to be five. FlowMap followed 2Verage sizes of the partial flow networks are only slightly

by retiming is performed to get an upper bound (show@'de" than&; and 314 times smaller thaf". This result,
in column @y, in Table Il) of the clock period for each to_gether with our eff|C|e_nt label update f';md SCC partitioning
example. LUT packing [5] and retiming are performed awith DFS ordering, provides an explanation of why TurboMap

postprocessings to get the final mapping solutions. Table i Significantly faster than SeqMapl-opt. _
shows the comparison of TurboMap with SeqMapll [22]. Table V shows the comparison of TurboMap with the con-

SeqMapll has a parameter selectintpr £. We choose = ventional design flow of using FlowMap [5] or CutMap

Kn (SeqMapli-opt, which guarantees the optimal solutioy] for mapping each combinational circuit independently
andi = 6 (SeqMapll-heu, which was used in the experimenfS!lowed by optimal retiming, whose results are listed in
by Pan and Liu [22] as a heuristic method), respectivel§Plumns “FlowMap-Retiming” and “CutMap-Retiming,” re-

for each example. Columns LUT and FF list the numbegpectively. The results show that TurboMap can reduce the
of LUT's and FF’s, respectively, in the final solutions. Th&lock periods by 14% on average compared with both methods,

& columns list the minimum clock periods of the final soluWith 4% fewer LUT’s as compared with “FlowMap-+retiming”

tions. The CPU columns list the CPU time in seconds. Nof't 4% more LUT's as compared with “CutMap+retiming.”

that both TurboMap and SeqMapli-opt can obtain mappi[#urboMap also uses 49% more !:F’s to reduce the (.:|0(.:|$ period.
solutions with the minimum clock periods under retiming, b ote that the number of FF’s will not affect area significantly

TurboMap is 2.8x 10° times faster. Moreover, TurboMapPecause it is usually much less than the number of LUT's in
is more than 8 times faster than SeqMapli-heu, which m&MapPping solution. The final PLB count of FPGA'’s will be
generate suboptimal solutiohsCompared with SeqMapll- d€termined by the number of LUT's.

heu, TurboMap produces mapping solutions with 23% smaller

I 0, ! 0 !
clock periods, 28% fewer LUT’s, and 27% fewer FF's. VI. CONCLUSIONS AND FUTURE WORK

We presented an improved algorithm, named TurboMap, for
8Note that SeqMapll forks a child process to perform the max-flow P P 9 P

computation. The CPU time listed under SeqMapll includes this portion £§Chn0|09y mapping with retiming for optimal clock periods.
well, which may differ much with the CPU time listed in [22]. We proved the monotone property of node labels. Three
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strategies are used to enhance the performance of SegMapll,

i.e., efficient label update with singléf-cut computation, 17]
much smaller partial flow networks, and SCC partitioniné
and DFS ordering. Area reduction is also considered. THis]
experimental results show that TurboMap is about 2.80°
times faster than SegMapll in computing optimal solutions.
TurboMap is even 8 times faster than SegMapll-heu heuristic
algorithm. As a result, we conclude that optimal mappin
for minimum clock period under retiming can be carried out
efficiently for large circuits in practical use. Furthermore, ther@ll
is no area overhead compared to conventional approache
sequential circuits (FlowMap [5] or CutMap [7] followed by
retiming). In our future work, we want to develop an efficienfz3]
algorithm to compute the initial state of the mapping solution
and combine resynthesis and pipelining techniques to further
reduce the clock periods. We also want to investigate the op@ﬁ]
issues in this work of whethdrP, |= O(n) and whether the
label computation can convergedi(n) time in the worst case. [
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